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WELCOME
Welcome to the eleventh meeting in our continuing series of Human Factors in Aviation Maintenance and Inspection 
workshops. This meeting shall focus on human error in maintenance.  We shall look at ways to detect, report, classify, 
mitigate, control and reduce human error. We trust that you will find the workshop to be interesting and valuable.

Our first Human Factors in Maintenance and Inspection workshop, in October 1988, helped to define our research and 
development agenda, which has evolved now for over eight years. Participants at that first meeting, and at many 
meetings since, have emphasized the importance of applied research and communication of results to the aviation 
industry. To ensure that such research is completed and properly communicated, we have worked closely with the 
industry. The industry is our research partner. Our scientists, engineers, and graduate students have worked with you on 
day and night shifts, in shops, hangars, flight lines, training centers and board rooms. We have worked closely with the 
IAM and with a variety of airline management at all levels. We believe that our research program epitomizes the quality 
working relationship between industry and government.

So, what are the obvious results of nearly eight years of cooperative government-industry research and development? 

The first result is that meeting attendance has increased by over 500%. There is definitely a growing aviation industry 
awareness of human factors in maintenance. A recent editorial in a popular aviation maintenance magazine was titled 
"Human Factors is Hot."

A second result is information dissemination. Our research team has produced over 200 reports, published over 4,000 
pages in hard copy and on five CD-ROMs. We have distributed these publications widely. The new '97 CD-ROM #5 
being distributed at this meeting.

A third important obvious result is The Human Factors Guide for Aviation Maintenance. The Guide has set the standard 
for maintenance human factors information. The CD-ROM version of the Guide provides a variety of multimedia 
information.  It is also on the Internet at http://www.hfskyway.com.

Fourth, and hardly last, we have conceptualized, created, and evaluated numerous advanced technology training and job-
aiding systems. The Boeing 767 environmental control system tutor, the System for Training Aviation Regulation 
(STAR), the Ergonomics Audit software, and the Coordinating Agency for Supplier Evaluation software are only a few 
of the other tangible results produced by our team. The Performance Enhancement System (PENS) evolved into the FAA 
On-line Aviation Safety Inspection System (OASIS). That system is being fielded to all FAA inspectors.

The list of airlines, suppliers, manufacturers, schools, and other government agencies that have cooperated with us, since 
1988, is impressive. The pride we have in our applied results is shared by many of you. I commit to you that we shall 
continue to listen to your ideas, involve you in activities, and report to you on the results and lessons learned. This 
meeting should reinforce that commitment. Thank you for being here.

Sincerely,

William T. Shepherd, Ph.D. 
Manager 
Biomedical and Behavioral Sciences Branch
FAA Office of Aviation Medicine
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DR. WILLIAM T. SHEPHERD
Dr. William Shepherd is the Manager of Biomedical and Behavioral Sciences Branch of the FAA Office of Aviation 
Medicine. He is responsible for the aeromedical research program at FAA headquarters in Washington. He has been the 
FAA Manger for the Human Factors in Aviation Maintenance Program since 1988 and is one of the authors of the 
National Plan for Aviation Human Factors.

Dr. Shepherd holds a B.S. and M.S. in Aeronautical Engineering and Ph.D. in Psychology. He is a current pilot with 
Commercial, Instrument, and Mulitengine ratings.

______________________________________________________________
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List Of Abbreviations
ADM Aeronautical Decision Making

AME Aircraft Maintenance Engineer

AMI-Task Aircraft Maintenance Information Cards

AMMS Aurora Mishap Management System

AMT Aviation Maintenance Technician

AMTS Aircraft Maintenance Technology Schools

AMTT Aircraft Maintenance Team Training

AQP Advanced Qualification Program (For Flightcrew)

ASI Aviation Safety Inspectors

ASRS Aviation Safety Reporting System

ATP Air Transport Pilot (An FAA-Issued License)

ATSA Aircraft Technical Support Association

CAS Continuous Analysis And Surveillance

CFR Code Of Federal Regulations

CRM Crew Resource Mangement

DM Decision Making

DRB Disciplinary Review Board

E&M Engineering And Maintenance

ERK Error Reduction Kit

FAA/AAM Federal Aviation Administration Office Of Aviation Medicine

FARS Federal Aviation Regulations 

FOD Foreign Object Damage

GOM Ground Operations Manual

H.E.A.R.T. Human Error And Accident Reduction Trend

HF/E Human Factors And Ergonomics

IAM International Association Of Machinists And Aerospace Workers

IBT Instructor Based Training

IFSD In-Flight Shutdown Data

ISAMP International Society Of Aviation Maintenance Professionals 

LAME Licensed Aircraft Maintenance Engineer
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LOFT Line-Oriented Flight Training

MEDA Maintenance Error Decision Aid 

MESH Managing Engineering Safety Health 

MRM Maintenance Resource Management

OJI On-The-Job Injuries

OJT On The Job Resource Management Behaviors

PERS Proactive Error Reduction System

PSFS Performance Shaping Factors

SA Situation Awareness, Formerly Situational Awareness

SHEL Software, Hardware, Environment, Liveware 

SHEM Safety, Health, And Environmental Management

SME Subject Matter Expert

SOC Systems Operations Center

SOJT Structured On-the-Job-Training

SOP Standard Operating Procedure

STAR System For Training Of Aviation Regulations

TATS Task Analytic Training System

TOME Task, Operator, Machine, Environment 

TOQ Technical Operations Questionnaire

TQM Total Quality Management 

USAF United States Air Force
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1.0  KEY NOTE SPEAKER

MR. GUY S. GARDNER

Mr. Gardner was appointed Associate Administrator for Regulation and Certification of the Federal Aviation 
Administration October 1996.  Previously, he was the director of the FAA's William J. Hughes Technical Center in 
Atlantic City, NJ. The agency's national test center comprised of experimental technical facilities and laboratories for all 
FAA research and development programs.

Selected as a pilot astronaut by the National Aeronautics and Space Administration (NASA) in 1980, Gardner served 11 
years as an astronaut, working in may areas of Space Shuttle and Space Station development and support. In 1988, he 
flew his first mission aboard the Orbiter Atlantis. In 1990, Gardner piloted his second space flight aboard the Orbiter 
Columbia. After leaving NASA in 1991, Gardner served as commandant of the US Air Force test pilot school at Edwards 
Air Force Base, CA.  He retired from the Air Force in 1992, returning to NASA as program director of the joint US and 
Russian Shuttle-Mir Program at Washington Headquarters. He attended the Defense Systems Management College in 
1994, and then became the director of the Quality Assurance Division, Office of Safety and Mission Assurance, at 
NASA Headquarters.

Gardner earned a B.S. in Astronautics, mathematics, and engineering science from the US Air Force Academy in 1969 
and a M.S. in Aeronautics and Astronautics from Purdue University in 1970.  He completed US Air Force pilot training 
and F-4 upgrade training in 1971. In 1972, he flew 177 combat missions in Southeast Asia. From 1973 to 1974, Gardner 
was an F-4 instructor and operational pilot.  He completed test pilot school at Edwards Air Force Base in 1975 and then 
served as a test pilot there in 1976.

________________________________________________
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2.0  APPROACHES TO CONTROLLING  
MAINTENANCE ERROR

James Reason Ph.D. 
Department of Psychology, University of Manchester, UK.

INTRODUCTION

The rapid technological advances in aviation have not only meant the replacement of human control by computers, they 
have also brought about very substantial improvements in the reliability of equipment and components. This has been 
achieved by the use of better manufacturing processes and materials, as well as through the widespread availability of 
sophisticated diagnostic techniques. But the maintenance schedule for a modern aircraft still demands the repeated 
disassembly, inspection and replacement of millions of removable parts over its long working life. Thirty or even twenty 
years ago, these inspections would have resulted in the frequent detection and replacement of failed components. Then, 
the risks of in-flight failure due to intrinsic engineering defects probably outweighed the dangers associated with 
allowing legions of fallible people access to the vulnerable entrails of the aircraft. 

But now the balance has tipped the other way. The greatest hazard facing a modern aircraft-aside from gravity-comes 
from people, and most particularly from the well-intentioned but often unnecessary physical contact demanded by the 
current maintenance schedules. Before this claim is dismissed as mere provocation, consider the following data from 
Boeing.1 Listed below are the top seven causes of 276 in-flight engine shutdowns. 

•     Incomplete installation (33%)

•     Damaged on installation (14.5%)

•     Improper installation (11%)

•     Equipment not installed or missing (11%)

•     Foreign object damage (6.5%)

•     Improper fault isolation, inspection, test (6%)

•     Equipment not activated or deactivated (4%)

These data show that various forms of faulty installation were the top four most frequent causal categories, together 
comprising over 70 per cent of all contributing factors. Comparable findings were obtained by Pratt and Whitney in their 
1992 survey of 120 in-flight shutdowns occurring on Boeing 747s in 1991.2 Here, the top three contributing factors were 
missing parts, incorrect parts and incorrect installation. In a UK Civil Aviation Authority survey of maintenance 
deficiencies of all kinds, the most frequent problem was the incorrect installation of components, followed by the fitting 
of wrong parts, electrical wiring discrepancies and loose objects (tools, etc.) left in the aircraft.3

This paper takes as its starting point, the following facts relating to maintenance:

•     Of the two main elements of maintenance - the disassembly of components and their subsequent re-assembly-the 
latter attracts by far the largest number of errors. As discussed elsewhere, re-assembly and installation afford 
considerably greater opportunity for going wrong, irrespective of who does the task.4 They are intrinsically error-prone 
activities.

•     Of the various possible error types associated with the re-assembly, installation or restoration of components, 
omissions-the failure to carry out necessary steps in the task - comprise the largest single error type. In a recent survey, 
omissions counted for nearly 60 per cent of all recorded maintenance lapses in a major airline.4 Similar observations 
have been made in the nuclear power industry.5
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ERROR MANAGEMENT

Error management has two components: (a) error reduction - measures designed to limit the occurrence of errors, and (b) 
error containment - measures aimed at limiting the adverse consequences of those errors that still occur. There is no one 
best way. Error management tools must be targeted at different levels: the person, the team, the task, the workplace and 
the organization. In this paper, we will focus on two recently developed error management techniques: ERK (the Error 
Reduction Kit) aimed at error-prone tasks; and MESH (Managing Engineering Safety Health) designed to identify 
proactively those factors within both the workplace and the organization that are likely to promote errors and impede 
their recovery.

ERK (The Error Reduction Kit)

The rationale
From an analytical point of view, there are at least two approaches towards a better understanding of maintenance 
omissions, one seeking to identify the underlying cognitive mechanisms, the other trying to determine what aspects of a 
task cause it to be especially omission-prone. The former route is made difficult by the fact that an omission can arise 
within a number of cognitive processes concerned with planning and executing an action. Even when the omission is 
one's own, the underlying mechanisms are not easy to establish, but when the omission is made by another person at 
some time in the past, the underlying reasons may be impossible to discover. The task analysis route, on the other hand, 
is more promising.

An everyday illustration of omission-prone task steps is provided by the job of duplicating a loose leaf document on a 
simple photocopying machine. There is strong evidence to show that the most likely omission is to leave the last page of 
the original under the lid when departing with the copy and the remainder of the original pages.

There are at least four distinct features of the task of photocopying that combine to make leaving the last page of the 
original behind highly likely.

•     The step is functionally isolated from the preceding actions. Before, the step of removing the previously-
copied page had been cued by the need to replace it with the next page. In this instance, there is no next page.

•     The need to remove the last page of the original occurs after the main goal of the activity has been achieved-
obtaining a complete copy of the document-but before the task itself is complete.

•     The step occurs near to the end of the task. Natural history studies of absent-minded slips have shown that 
such 'premature exits' are a common form of omission. These errors can be prompted by preoccupation with the 
next task. However, in maintenance work organized around an eight or twelve hour shift pattern, there is no 
guarantee that the individual who starts upon a job will be the one to complete it. And even when the same person 
performs the whole task, there is always the possibility that he or she may be called away or distracted before the 
task is finished.

•     The last page of the original is concealed under the lid of the photocopier-the out-of-sight out-of-mind 
phenomenon.

To this list can be added several other features which, if present within a given task step, can combine to increase the 
probability that the step will be omitted. Other omission-provoking features include the following:

•     Steps involving actions or items not required in other very similar tasks.

•     Steps involving recently introduced changes to previous practice.

•     Steps involving recursions of previous actions, depending upon local conditions.

•     Steps involving the installation of multiple items (e.g., fastenings, bushes, washes, spacers, etc.)

•     Steps that are conditional upon some former action, condition or state.
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•     Steps that are not always required in the performance of this particular task.

Maintenance activities are highly proceduralized. It is therefore possible, in principle, to identify in advance those steps 
most vulnerable to omissions by establishing the number of omission-provoking features that each discrete step 
possesses. Having identified error-prone steps, remedial actions can then be taken to reduce the likelihood of these steps 
being left out.

The characteristics of a good reminder
Although there are a variety of cognitive processes that could contribute to an omission, and their precise nature is often 
hidden from both the actor and the outside observer, the means of limiting their future occurrence can be relatively 
straightforward and easy to apply, once the error-prone steps have been identified. The simplest counter-measure is an 
appropriate reminder. What characteristics should a good reminder possess? Some suggestions are listed below.

•     A good reminder should be able to attract the actor's attention at the critical time (conspicuous).

•     A good reminder should be located as close as possible in both time and distance to the to-be-remembered 
(TBR) task step (contiguous).

•     A good reminder should provide sufficient information about when and where the TBR step should be 
carried out (context).

•     A good reminder should inform the actor about what has to be done (content).

•     A good reminder should allow the actor to check off the number of discrete actions or items that need to be 
included in the correct performance of the task (check).

The previous five characteristics are universal criteria for a good reminder. They are applicable in virtually all situations. 
There are, however, a number of secondary criteria that could also apply in many situations

•     A good reminder should work effectively for a wide range of TBR steps (comprehensive).

•     A good reminder should (when warranted or possible) block further progress until a necessary prior step has 
been completed (compel).

•     A good reminder should help the actor to establish that the necessary steps have been completed. In other 
words, it should continue to exist and be visible after the time for the performance of the step has passed 
(confirm).

•     A good reminder should be readily removable once the time for the action and its checking have passed-one 
does not, for example, want to send more than one Christmas card to the same person (conclude).

It should be noted that the reminders described above are not a permanent solution to the omission problem. They are at 
best 'first aid' measures to cope with the difficulties experienced in the present generation of aircraft-whose working lives 
will run for many years into the future. A more lasting solution would be to design components so that they can only be 
installed in the correct way. Another would be to make the system disable itself automatically when it detect the presence 
of missing parts. A third and more fundamental solution would be to design a reduction in the need for 'hands on' human 
contact during maintenance inspections. 

ERK elements
ERK allows a non-human factors analyst (e.g., a quality specialist) to identify in advance those steps in a proceduralised 
maintenance task that are most likely to be omitted. There are features that make certain task steps especially vulnerable 
to omission, regardless of who is doing the job. ERK guides the analyst in assessing these features for both individual 
task steps and the work situation. It then describes how to provide effective reminders to reduce the chances of these 
omission-prone steps being overlooked.
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ERK has six components, available on a single plasticised sheet.

•     Instructions for use.

•     Task Step Check list identifying 20 omission-prone features together with their scores (reflecting their 
individual importance in predicting omissions). This stage yields a score for each task step. 

•     Explanations of each of the omission-prone features.

•     An Organizational and Situational Factors Checklist. These identify workplace features likely to affect the 
reliability of the workforce carrying out this task. These features include:-

•     Changes in organization, gradings or tools

•     Environmental factors (humidity, noise, illumination, etc.)

•     Manning levels

•     Shift patterns

•     Availability of parts, etc.

•     Criteria for a good reminder

•     Score sheet 

MESH (Managing Engineering Safety Health)

The rationale
MESH is a PC-based diagnostic tool, created for British Airways Engineering in 1992 by a team from the University of 
Manchester, for assessing the local and organizational factors that lie at the heart of quality and safety. It is designed to 
make visible those latent conditions most likely to impair human performance. In effect, MESH provides regular 'check 
ups' of the system's 'safety health' as it exists within individual workplaces and at the wider organizational level. Its 
purpose is to identify (for any one assessment period) those 2-3 latent conditions that are most in need of attention and 
which, if left untreated, will contribute to quality lapses and maintenance errors in the future. By this means, the 
maintenance system is able to conduct a long-term quality and safety 'fitness' program in a principled and targeted 
fashion. Any organization has only limited resources. The continued use of MESH shows where these resources should 
be most effectively deployed and charts the progress of the remedial measures.

Local factors
Exactly what local factors are assessed varies from workplace to workplace. Below are 12 factors that have been used in 
line maintenance and casualty hangars:

•     Knowledge skills and experience

•     Morale

•     Tools, equipment and parts

•     Quality of support

•     Fatigue
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•     Pressure

•     Time of day/night

•     Environment

•     Computers

•     Paperwork, manuals and procedures

•     Inconvenience

•     Personnel safety features

Assessments are made through simple ordinal ratings of the extent to which each one of the local factors had been a 
problem in relations to a small number of recent jobs (how these are specified depends on the work location - in line 
maintenance, they could be aircraft; in base maintenance they could be shifts). Ideally, the assessments are made by 20-
30 per cent of the 'hands on' workforce in any given location. The assessors are selected at random and continue to make 
assessments for a  limited period on a weekly basis, after which a new set is selected, and so on. MESH is a sampling 
tool: it does not try to measure everyone's opinion about everything.

The computer program automatically updates the average of the assessments made in the past and provides a bar diagram 
profile of the relative degree to which each of these local factors has constituted a problem in that particular place. The 
MESH program also includes a free text 'comments' facility that allows users to described specific problems. This has 
proved useful in guiding subsequent remedial actions. All assessments are carried out anonymously. When logging on, a 
respondent merely indicates his/her location, grade and trade.

Organizational factors
MESH also assesses the impact of common organizational factors on each workplace. Such a list might include the 
following factors:

•     Organizational structure

•     People management

•     The provision and quality of tools and equipment

•     Training and selection

•     Commercial and operational pressures

•     Planning and scheduling

•     Maintenance of buildings and equipment

•     Communication

As with local factors, assessments are made on the PC using simple ratings in relation to specific tasks or jobs. 
Organizational factors are assessed by the local technical management. These are the people on the interface between the 
organization at large and the particular workplace. Since organizational factors are likely to change more slowly than 
local factors, the assessments are made more infrequently, say monthly or even quarterly. The organizational factor data 
are summarized in the form of bar chart profiles, computed automatically by the computer program. The purpose of the 
profile is to identify the 2-3 organizational factors that are most in need of reform. Subsequent profiles will map the 
progress of these remedial efforts, as well as identifying fresh candidates for improvement.
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A MORE FUNDAMENTAL PROBLEM

The fundamental problem with aircraft maintenance is that it requires people to come into direct contact with aircraft 
components on frequent occasions. The orthodox engineering approach presumes that maintenance activities are both 
essential and benign. From an engineering perspective, the optimal level of preventive maintenance is established by 
summing the costs of both corrective and preventive maintenance, and then identifying the level associated with the 
lowest overall maintenance cost.6

But suppose preventive maintenance did not always prevent failure and that corrective maintenance did not always 
correct it. Suppose that both of these activities actually had the potential for doing serious harm, rendering previously 
reliable components inoperable, or simply removing them altogether.

Figure 2.1 looks at the maintenance issue from a broader perspective-one that includes human as well as technical 
factors. Here are plotted (in a very speculative fashion) the risks to the system posed by (a) neglected maintenance, and 
(b) by the likelihood of errors being committed during either preventive or corrective maintenance. The latter plot is 
based on the assumption that the likelihood of error will increase as a direct linear function of the amount of maintenance 
activity. Since only a relatively small proportion of human actions are erroneous, the human failure risk will never rise 
above a fairly low value. But, as we shall see below, it is not the absolute value that matters, but the relative proportions 
of the maintenance neglect and maintenance error risks. It is also assumed that these error risks will not change in any 
systematic fashion over time. Technology may advance, but human fallibility stays the same.

In sharp contrast, however, the risks due to maintenance neglect are likely to diminish steadily as manufacturing 
techniques and the intrinsic reliability of materials improve with technological developments. This is indicated in Figure 
2.1 by the family of diagonals advancing towards the lower left-hand corner of the graph. It is clear that if a given level 
of maintenance-determined by the economic and engineering considerations discussed above-remains relatively constant 
over time, then a point will soon be reached when the dangers to the system come to be dominated by even a relatively 
low error rate. 

The data reported earlier on the causes of in-flight engine shutdowns show that all of the most common contributing 
factors are associated with human rather than 'unaided' technical failures. Of course, it could be argued that the advent of 
non-destructive testing and other advanced diagnostic techniques allow aircraft engineers to identify potential technical 
failures before they happen in flight, thus leaving human errors as the main residual category of failure. This may well be 
true, but it does not alter the fact that regular human contact with the 4-6 million removable parts on a modern aircraft 
poses an unacceptable level of risk. 

Figure 2.1  Comparing the risks to the system of component failure 
due to (a) neglected maintenance, and (b) errors committed during 
maintenance. The family of diagonal lines advancing to the lower 
left-hand corner reflect the increasing reliability of components over 
time.

Ironically, one of the pressures that sustains this high level of maintenance contact is the safety-criticality of the system. 
A catastrophic breakdown is unacceptable in commercial aviation. Everything must be done - and be seen to be done - to 
preserve the integrity and reliability of aircraft. But, as we have seen, the maintainer's touch can harm as well as heal. 
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The point seems to be: the risks of the former may outweigh the benefits of the latter.

CONCLUSIONS

Aside from gravity itself, the greatest hazard facing modern aircraft comes from people, and most particularly from the 
well-intentioned but often unnecessary physical contact demanded by outdated maintenance schedules. We urgently need 
a greater awareness on the part of system designers and manufacturers of the varieties of human fallibility and the error-
provoking nature of the maintenance task-especially during installation or re-assembly. Most of all, they must appreciate 
that maintenance can be a serious danger as well as a necessary defense. Until systems are designed and built with these 
issues in mind, good maintenance personnel will go on contributing to bad accidents and incidents, as well as to 
enormous financial losses.
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3.0  MAINTENANCE ERROR DECISION AID:  PROGRESS 
REPORT

William L. Rankin, Ph.D., Jerry P. Allen, Jr.,  
Robert A. Sargent 

Maintenance Human Factors, Boeing Customer Services Division

INTRODUCTION

Airplane maintenance errors have safety and economic costs. A study by Boeing and the U. S. Air Transport Association 
members1 found that maintenance error was one factor, typically among a series of factors, that contributed to 39 of 264 
(15 percent) major aircraft accidents from 1982 through 1991. More specifically, in those 39 accidents: 

•     23 percent involved an incorrect removal/installation of components

•     28 percent involved a manufacturer or vendor maintenance/inspection error

•     49 percent involved an error due to an airline's maintenance/inspection policy

•     49 percent were design related

In addition, these 39 accidents resulted in 1,429 on-board fatalities.

Data from one engine manufacturer,2 showed the percentage of specific engine events caused by error and economic 
costs of those events to the airlines:

•     20 percent to 30 percent of in-flight engine shutdowns are caused by maintenance error and can cost an estimated 
$500,000 per shutdown.

•     50 percent of flight delays due to engine problems are due to maintenance errors and can cost an estimated $10,000 
per hour of delay.

•     50 percent of flight cancellations due to engine problems are caused by maintenance error and can cost an average of 
$50,000 per cancellation.

But can maintenance error be managed? An analysis at Boeing of in-flight (engine) shut down (IFSD) rates due to 
maintenance error for twenty different air carriers found that the rate differed by a factor of ten between the lowest and 
highest rates. Clearly, some airlines are able to manage these types of maintenance errors better than other airlines. 

Also, error reduction programs are already used in some industries. For example, Lorenzo3 discusses an error reduction 
program in the chemical industry based on modifying performance shaping factors (PSFs) as defined and discussed by 
Swain and Guttman.4 McDonald and White5,6,7 looked at the PSFs that lead to airport ramp accidents and incidents and 
developed a ramp safety program based on changes to these PSFs.

MEDA DEVELOPMENT

Based on the above ideas for error prevention and reduction, Boeing, working with three of its customer airlines--British 
Airways, Continental Airlines, and United Airlines--developed a process for following up maintenance-error-caused 
events8,9 in order to determine what contributed to the error so that corrective actions can be taken to eliminate or reduce 
the probability of future, similar errors. The process is called the Maintenance Error Decision Aid (MEDA). The 
philosophy of the process is:

•     Maintenance technicians do not make errors on purpose.
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•     Maintenance errors result from a series of contributing factors.

•     Many of these contributing factors are part of airline processes and can be managed.

•     Some individual errors will not have specific corrective actions.

The first part of the philosophy is tautological, i.e., if a maintenance technician carried out a piece of work incorrectly 
and on purpose, by definition this was not an error, but purposeful behavior. However, it has been a useful part of the 
philosophy, because it gets airline management to think about causes of error other than the technician himself/herself. 

The second part of the philosophy--that maintenance errors result from a series of contributing factors--is the heart of the 
MEDA process. Called performance shaping factors in the human factors literature,4 these contributing factors can 
negatively shape human performance. Also, there are usually several factors that, working together, finally shape the 
error. 

The last parts of the philosophy suggest that while some errors (about 20 percent) will not have corrective actions 
because the contributing factors are unique and specific to an individual or a unique situation, most errors (about 80 
percent) will have corrective actions because the contributing factors are under the control of airline management and 
therefore can be changed to eliminate or reduce the probability of future, similar errors. 

The MEDA process was field tested at seven airline maintenance organizations.9 Based on the field test results, the 
MEDA Results Form and implementation training were modified to improve the process. Beginning in November 1995, 
Boeing began to work with its customer airlines to help them implement MEDA.

PROGRESS REPORT

Since November 1995, the authors have trained over 40 airplane maintenance organizations on the MEDA philosophy, 
process, and investigation techniques. These airlines represent a range of size from several airplanes to several hundred 
airplanes. Most of the organizations are outside of the U. S. Several lessons have been learned during this training that 
are of importance to this discussion. First, the maintenance organizations that were visited differed greatly across several 
variables. These variables included:

•     Whether a incident investigation process already existed in the maintenance organization.

•     Local maintenance organization culture.

•     Country aviation authority requirements.

Based on these variables, the authors are aware that not all of the implementation visits have been successful as measured 
by the changes the maintenance organizations made to their maintenance error investigation processes following the 
training/implementation visit. Below we will discuss implementation success and then discuss the variables that have 
influenced that success.

Implementation at Airplane Maintenance Organizations
The authors are collecting detailed information about implementation in the February 1997, time frame by using a survey 
sent to the Boeing Field Service Representatives at the visited airlines. Information from this survey will be presented at 
conference.

Existing Maintenance Error Investigation Processes
One variable that greatly affected the ease of MEDA implementation was the extent to which a formal maintenance 
incident investigation process already existed at the maintenance organization. Some organizations that we visited 
already had a formalized process in place for following up maintenance-error-caused incidents. That is, 
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1.     An investigation would be carried out for pre-specified incidents.

2.     A form was used to capture the information learned during the investigation and this form would be assigned a 
unique investigation number.

3.     A person or team of people would be assigned to carry out the investigation.

4.     Following the investigation and form completion, the form would be returned to the process owner.

5.     Decisions were made about corrective actions based on the investigation results.

6.     A process existed for making sure that the corrective actions were carried out.

Organizations that already had such a process in place found it easy to incorporate new ideas from the MEDA 
investigation. However, the continuum on this variable included organizations that had some sort of process that was 
used for investigations, but the process wasn't formalized. These organizations found it harder to implement a structured 
process, because they had to formalize what they were doing. However, some maintenance organizations had no process 
in place. They needed to develop a process for maintenance incident investigations from the ground up. 

Organizational Culture
There were several organizational culture issues that affected MEDA implementation, but the one that had the greatest 
affect on ease of implementation was related to past history at the organization regarding punishment or discipline for 
maintenance errors. Some of the organizations that we visited had a history of disciplining the mechanics for errors. This 
discipline could take the form of days off without pay, reduced pay for some period of time, or termination of 
employment. Discipline had either been meted out uniformly (i.e., for most errors) or erratically (i.e., only for certain 
[costly] errors), and the mechanics often didn't see the relationship between the error and the discipline. Unfortunately, in 
these organizations, mechanics were reticent to talk about an error. In fact, they typically wouldn't admit to an error. 
Since the heart of the MEDA investigation process is an interview with the mechanic who made the error, the MEDA 
process couldn't be implemented at these organizations until a change occurred in their discipline policy. 

Aviation Authority
The U. S. Federal Aviation Authority has an adversarial relationship with the airlines. That was an issue that had to be 
addressed during the Field Test with the U. S. carriers that participated. However, the additional issue that we faced 
during the MEDA training/implementation visits was with civil aviation authorities who had developed automatic fines 
for some specific errors. For example, in one country that we visited, the aviation authority fined anyone (typically a 
flight attendant or maintenance mechanic) who inadvertently deployed an emergency escape slide. The fine was sizable 
and had a very negative affect on the person who was fined (disciplined). This aviation authority discipline had the same 
type of affect as discussed above under organizational culture--i.e., mechanics who inadvertently deployed a slide would 
try to hide their error or would not admit their error for fear of the fine. The fine also had a negative affect on flight 
attendant safety behaviors--i.e., some of the flight attendants in this country were afraid to arm the emergency escape 
slides during flight for fear that they would forget to disarm the door at the airport and then deploy the slide when they 
opened the door for passenger off-loading. 

Summary
When we first began to work with airplane maintenance organizations with MEDA, our visits were mainly aimed at 
training investigators. As we began to see the range of existing error investigation processes, we saw the need to work 
more and more with the management to help them understand their responsibilities for successful error investigation 
process implementation. When we first began MEDA implementation visits, we did not address the negative impacts that 
past discipline processes at the airlines greatly affected the ease with which MEDA could be implemented at an airline. 
Thus, we added a "discipline policy" portion to the management presentation and began to carefully determine the extent 
to which we needed to address the need for a change in the discipline practices before MEDA could be implemented. It is 
fair to say that we began our implementation visits as "investigator trainers" and had evolved to using our time equally 
between investigator training and management consulting.
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which dealt with the development of a rapidly reconfigurable fighter cockpit for design testing purposes; managed the 
development and implementation of the Boeing Employee Opinion Survey; managed the development of the 
performance management process for hourly workers; developed a training evaluation process for Employee Training 
and Development; and helped develop a hiring assessment for tooling employees and an assessment for promotion into 
first-level management. He joined the Human Factors Engineering group at Boeing in 1994 and has worked on 
maintenance human factors projects including development, testing, and implementation of the Maintenance Error 
Decision Aid, and improving the Boeing fault isolation manuals used for maintenance troubleshooting. 
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4.0  QANTAS ENGINEERING & MAINTENANCE HUMAN 
FACTORS: THE H.E.A.R. PROGRAMME (HUMAN ERROR 

AND ACCIDENT REDUCTION)
John Fitzpatrick. JP. 

Senior L.A.M.E. Heavy Maintenance, Secretary. H.E.A.R.. Program. 
And 

Matthew Wright 
L.A.M.E. Line Maintenance, Chairman. H.E.A.R.. Program. 

QANTAS AIRWAYS LTD.

BACKGROUND

The Qantas E&M Human Factors Program commenced in February 1995 as the result of several ongoing repeat 
incidents that had occurred over the previous twelve months. A pro-active result of this was the bringing together of 
seven Aircraft Maintenance Engineers from the aircraft 'frontline' sections to be formed as a Human Factors Steering 
Group. The 'frontline' areas were defined as: Brisbane (BNE) Domestic Terminal; Sydney (SYD) Domestic Terminal, 
International Terminal, Heavy Maintenance, Minor Maintenance; Melbourne (MEL) International Terminal, Heavy 
Maintenance. Group members were from Mechanical (Airframe/Engine) or Avionic (Electrical/Instrument/Radio) 
Trades and are classified as Aircraft Maintenance Engineer (AME), Licensed Aircraft Maintenance Engineer (LAME), 
Senior LAME (Senior Licensed Aircraft Maintenance Engineer), or Maintenance Supervisor with an experience level 
between eight and 30 years.

The group has the guidance and support of a 'Patron' (General Manager Line Maintenance Operations) together with the 
full backing of the Executive General Manager, Engineering & Maintenance.

The group was to be largely autonomous in nature in terms of direction or scope of projects with minimal Management 
direction other than to 'find ways and means to help our people do their work better' and to 'find out what prevents our 
people doing their work.'

To this end the Qantas Engineering and Maintenance Human Factors Group differs greatly from other airlines' Human 
Factors Groups in that the highest rank of anybody within the group is that of Maintenance Supervisor, and thus the 
Qantas Human Factors Group is governed by a philosophy of 'by the engineers for the engineers.'

Following various training sessions and an introduction to the principles of Human Factors, the group was left to 'get on 
with it.' This consisted mainly of reading voluminous amounts of material and various HF meetings proceedings, so that 
group members could become familiar with the subject.

Within a short time an acronym was chosen to help identify the programme. The acronym chosen was the H.E.A.R. 
Program, being Human Error and Accident Reduction, which, after all is what the basic underlying principles of Human 
Factors are all about.

The group generally holds meetings of 1 or 2 days duration every 3 - 4 weeks to co-ordinate and plan their work and 
strategy.

As a foundation stone of Human Factors is to share knowledge, two members of the H.E.A.R. Group undertook a study 
tour of the British Airways Human Factors Program spending time both at Heathrow and BAMC (Cardiff). H.E.A.R. 
Group members have also attended various conferences such as the IATA 1995 Aircraft Maintenance Seminar and 
Exhibition held in Sydney, NSW, Australia; the 10th Annual FAA Human Factors Conference held in Alexandria, Va. 
USA in 1996 and the Australasian Airlines Ground Safety Conference in Sydney, NSW, Australia in 1996.

CURRENT PROJECTS

To continue the 'shop floor' based approach two members of the group developed and now present a Human Factors 
package to Qantas' apprentices whereby the apprentices are encouraged to express their concerns openly. The importance 
and the relevance of Human Factors as pertaining to them is explained. Apprentice numbers are approximately 300 in 
Sydney and 90 in Melbourne.

In November and December of 1995 several of the H.E.A.R. Group members conducted a tour of all Australian bases so 
that E&M frontline staff would receive the same information on Human Factors and the H.E.A.R. Program. By this 
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method of being visible and as well as being peers, it seems that the H.E.A.R. Program is having some success. A similar 
tour for 1997 is currently being planned, however, the focus this time will be on the Managers and Senior LAMEs to 
create a desire for the need of consideration and implementation of Human Factors within their work environment.

To date the H.E.A.R. Group has carried out several projects, not only to establish a 'feel' for Human Factors within 
Qantas E&M, but also to assist the staff. Projects include:

1.     NASA/University of Texas Management Attitudes Survey (adapted for Qantas E&M) so that a 'base line' could be 
established

2.     Representation at the 10th Annual FAA Human Factors conference

3.     Apprentice Training Package

4.     Investigation of Aircraft Cannibalization Methods and a proposed new format

5.     Investigation of current ETOPS Maintenance Procedures and development and presentation of a reworked package

6.     Investigation of current Accident/Incident Investigation procedures and development and presentation of a 
reworked package;

7.     Development of a Heavy Maintenance Shift Handover package - written and oral

8.     Identifying areas that prevent 'frontline people' from doing their job and informing those areas of their 
responsibilities under the auspices of the 'SHEL' model

9.     Development of Staff Induction Programmes (for existing staff when transferring to different areas e.g., MEL 
International Terminal to Domestic Terminal, etc.)

The members of the H.E.A.R. Program realized quite early on that Human Factors is not an exact science or an instant 
fix; and consequently it would be a big ask to expect an instant embracing of HF principles by all the staff. A long term 
approach would undoubtedly be the most successful one. Of course there are the doubting Thomases, but the H.E.A.R. 
Group has been able to 'get some runs on the board early' with several issues and the majority of people can see that we 
are not a threat; essentially we are asking the engineers to help themselves.

A PLACE FOR MANAGEMENT?

While this philosophy is no doubt most successful, so far as many of the issues the H.E.A.R. Group have addressed have 
in fact been raised by the work force in general. It was also seen that unless Management felt the desire or a need to look 
at Human Factors issues within their portfolios, the entire program could soon collapse. To this end the H.E.A.R. Group 
members presented a paper on a modified version of Gordon DuPont's 'Dirty Dozen' to Senior E&M Management. This 
modified version is known within Qantas E&M as 'The 12 E.R.C's (Error Reducing Conditions)(Appendix A). An 
accompaniment to this paper was an area self assessment form for each Manager known as 'The H.E.A.R..T. (Human 
Error and Accident Reduction Trend) Survey' whereby Managers are asked to address the appropriate E.R.C. that scored 
low on a scale of 1 to 10 (Appendix B). To date this has raised eyebrows amongst our E&M Managers and the response 
from them has been positive.

MEASURING SUCCESS

The Qantas E&M Human Factors Program, although in its early stages, is considered to be a successful initiative to date. 
By their very nature, engineers, and particularly Australian engineers, are a cynical lot and are quite unforgiving if the 
promised goods are not delivered. The H.E.A.R. Program was received as 'another' process team trying to change the 
climate of the place. However, in this instance the make-up and self autonomy of the group has been a masterstroke as 
far as Qantas engineers are concerned. As mentioned previously the H.E.A.R. Program has been able to get some 'runs 
on the board' viz: Cannibalization Procedures, ETOPS Procedures, involvement in accident/incident investigations. This 
has been successful in giving the group valuable credibility as these initiatives and involvements have been the ideas of 
the 'people.' The engineers are now also pleased to see that Management is becoming involved at the direction of the 
H.E.A.R. Program and not the other way around.

CONCLUSION

The concept of Human Factors within Qantas is not a new idea. In fact the Flight Operations Department has had Human 
Factors as part of the curriculum for Flight Crews in excess of 30 years and for Cabin Crew for approximately five years 
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in the form of C.R.M.

Like most other organizations, the idea of Human Factors for E&M staff is quite a recent one and although the approach 
Qantas has taken differs from just about everybody else, we feel it is the best one for them and their people. Australians 
have a culture of questioning (probably from our convict past) and are always concerned that anything new represents 
worthwhile change and value. At this time it can be argued that given recent past successes and support the H.E.A.R. 
Program will be given at least equal time to the existing Flight Crew Human Factors Program. 

Perhaps it is our motto which best describes our approach: 'If you're not part of the solution, then you're part of the 
problem' which not only emphasizes the importance of peoples actions, but also their inactions.

APPENDICIES

Appendix A
H.E.A.R. PROGRAMME.

IMPROVING SAFETY HEALTH IN E&M.

In 1995 Qantas formed H.E.A.R. (Human Error and Accident Reduction). Made up of a group of engineers coming from 
departments that represent the last barrier of defense against the 'human factor', their task was to eliminate the results of 
human failure - accidents and incidents.

E&Ms response to incidents and accidents is exemplary. Great effort goes into 'getting it right' so as the same mistake is 
never made again. Procedures are improved and responsible individuals who fall victim to human fallibility are treated 
fairly and become central to an energetic awareness program. Problem solved? Not really! The reality is that E&M is 
reacting to random events due to random causes. Given that the reactive process is handled well it is timely that a 
proactive process is introduced to complement it. The proactive process against human errors would be of:

•     identification of the type of errors;

•     the measurement of how bad the problems are; and

•     the targeting of remedial action.

The proactive process will improve what James Reason calls 'Safety Health'. That is our organizational resistance to 
human failure. The immediate challenge is to establish how healthy we are. We need to do the equivalent of 'having a 
check-up' in the same way as we would go to a doctor.

If incidents and accidents are the result of active and organizational latent failures, then good safety health is the result of 
the elimination of those failures before the event.

It is argued that E&M would do well to focus on twelve (12) main error reducing conditions (ERCs).

1.     EFFECTIVE COMMUNICATIONS.

     Communication is more than telling someone something. It involves the transfer of information and understanding 
from one person to another. It is successful only when it is understood by the receiver in the way the sender intended.

2.     CAREFULNESS.

     That quality that makes up good 'airmanship' Taking pains, fussing over, attentiveness, diligence and cautiousness. 
These things eliminate complacency.

3.     KNOWLEDGE AND EXPERIENCE.

     There is the need to ensure that the correct person is assigned to a task. We need to ensure that those who don't know 
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'how' are learning.

4.     VIGILANCE.

     Where concentration is totally focused. Distraction is either eliminated or is effectively managed.

5.     EFFECTIVE STRESS MANAGEMENT.

     Stress is a reaction to physical or psychological tension. The reaction needs to be managed.

6.     CONTINUOUS QUESTIONING OF HOW WE DO THINGS.

     We have some good norms and some bad. Some have originated as a result of previous incidents. Their application 
may still be effective or may not. We need to eliminate the bad ones and look to make new good ones.

7.     EFFECTIVE TEAMWORK.

     Teams need to be coordinated with each team member knowing their role and trusting other team members. Effective 
teams are higher achievers than individuals and less likely to make errors than bad teams or individuals.

8.     PHYSICAL & MENTAL ALERTNESS.

     An exhausted person has the equivalent performance of a drunk.

9.     NECESSARY RESOURCES.

     Without the necessary resources, additional pressure is applied to a situation.

10.     EFFECTIVE MANAGEMENT OF EXTERNALLY IMPOSED PRESSURE.

     This is an issue for supervision. If allowed to break through the supervision defense barrier stress is allowed to 
develop in an individual.

11.     ASSERTIVENESS.

     Engineers are the last defense against organizational failure. If an organizational failure or error has penetrated all 
other defense barriers and is identified by an engineer he needs assertiveness skills to enunciate the problem. Particularly 
a problem with those who feel vulnerable: Apprentices; Junior Tradesmen and new employees. CRM for junior QF 
pilots has proved helpful when flying with cranky old pilots. E&M has a few cranky old engineers. Strategies need to be 
developed to take the bark out of cranky old engineers; and ones that don't encourage middle order engineers to become 
cranky old engineers.

12.     SITUATIONAL AWARENESS.

     In knowing what is going on in a given situation and being able to project what may happen if nothing is done about 
it. Historically a problem for E&M when things are about to move.

     e.g.:

•     an aircraft is about to be towed into a hangar and contacting docking; or amongst light poles.

•     functionals where thrust reversers, landing gears and flight controls are moved whilst other maintenance is 
still being performed.

E&Ms performance is currently measured against the parameters of profit, costs (particularly equipment and aircraft 
damage) and schedule. E&M needs to include the 12 error reducing conditions (ERCs) in our measured parameters. It 
then needs to respond to the weak areas. The response will be more important than the act of measurement or the size of 
the problem.

Page 4 of 8NextPage LivePublish

2/1/2005http://hfskyway.faa.gov/HFAMI/lpext.dll/FAA%20Research%201989%20-%202002/In...



  

HEAR proposes that a manager of a department and his 'key people' would regularly ask of themselves how their 
department rated with respect to the 12 ERCs. Say a score of 0 - 10. Recent past big and little incidents and near misses 
should be a reference.

THE PRO'S.

HEAR has successfully raised a profile and have had reasonable success in convincing engineers that they are vulnerable 
to human factors. This is an approach from beneath which is ingenious by design. Inviting active management 
participation complements this with an approach from above. Change is perceived as painful and is only ever 
implemented by active intervention. Measuring the problem generates the NEED.

When a given department analyses their results they:

•     accept that THEY have a problem of defined magnitude;

•     accept OWNERSHIP of their problem; and

•     originate STRATEGIES that suit local needs.

Subsequent incidents when analyzed for human factors elements of the 12 ERCs can be compared with the ratings they 
gave their department. This highlights any subjectivity error. It also removes the reward for rating the department higher 
than the reality.

Whilst H.E.A.R.  encourages engineers to accept their vulnerability to human factors and adopt recommended strategies 
to combat them, there is a reluctance to do this. Principally among them is that they feel they may be ignored or 
reprimanded for chasing a goal that may be in conflict with our current goals of cost, profit and schedule. Even if it is 
not, they would be operating in a manner perhaps different to their peers. In short, they need to be rewarded in knowing 
that despite these barriers that they face that their 1st level management will appreciate their efforts. For the same reasons 
the managers efforts will not be transparent and he will be more inclined to chase those goals.

THE CONS.

The ratings scores are highly subjective. For this reason the 'panel of key people' should be cycled frequently. This would 
also help to spread the ownership of the problem. Individual managers may feel threatened by comparison between 
departments. 

In an effort to totally take out the subjectivity of the ratings, we could end up with a cumbersome document.

A poor score for a department may reflect unfairly on the manager. What should reflect on the manager is his 
management of the given identified weakness areas.

Matt Wright. 
John Fitzpatrick.
HEAR Program. 
November 1996.

Appendix B

HEAR PROGRAMME.

H.E.A.R.T. SURVEY.
(Human Error & Accident Reduction Trends.)

DEPARTMENTAL SELF - ASSESSMENT.

A  departmental self-assessment of the 12 Error Reducing Conditions (ERCs).

Note: When rating: '1' is lowest, '10' is highest. 
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1.     EFFECTIVE COMMUNICATIONS.

     Communication is more than telling someone something. It involves the transfer of information and understanding 
from one person to another. It is successful only when it is understood by the receiver in the way the sender intended.

     Rating:   1    2    3    4    5     6     7     8     9     10.

2.     CAREFULNESS.

     That quality that makes up good 'airmanship'. Taking pains, fussing over, attentiveness, diligence and cautiousness. 
These things eliminate complacency.

     Rating:   1    2    3    4    5     6     7     8     9     10.

3.     KNOWLEDGE AND EXPERIENCE.

     There is the need to ensure that the correct person is assigned to a task. We need to ensure that those who don't know 
'how' are learning.

     Rating:   1    2    3    4    5     6     7     8     9     10.

4.     VIGILANCE.

     Where concentration is totally focussed. Defocused is eliminated or is effectively managed.

      Rating:   1    2    3    4    5     6     7     8     9     10.

5.     EFFECTIVE STRESS MANAGEMENT.

     Stress is a reaction to physical or psychological tension. The reaction needs to be managed.

     Rating:   1    2    3    4    5     6     7     8     9     10.

6.     CONTINUOUS QUESTIONING OF HOW WE DO THINGS.

     We have some good norms and some bad. Some have originated as a result of previous incidents. Their application 
may be still effective or may not. We need to eliminate the bad ones and look to make new good ones.

     Rating:   1    2    3    4    5     6     7     8     9     10.

7.     EFFECTIVE TEAMWORK.

     Teams need to be coordinated with each team member knowing their role and trusting other team members. Effective 
teams are higher achievers than individuals and less likely to make errors than bad teams or individuals.

     Rating:   1    2    3    4    5     6     7     8     9     10.

8.     PHYSICAL AND MENTAL ALERTNESS.

     An exhausted person has the equivalent performance of a drunk.

     Rating:   1    2    3    4    5     6     7     8     9     10.

9.     NECESSARY RESOURCES.

     Without the necessary resources, additional pressure is applied to a situation.

     Rating:   1    2    3    4    5     6     7     8     9     10.

10.     EFFECTIVE TEAM MANAGEMENT OF EXTERNALLY IMPOSED PRESSURE.

     This is an issue for supervision. If allowed to break through the supervision defense barrier, stress is allowed to 
develop in an individual.

     Rating:   1    2    3    4    5     6     7     8     9     10.

11.     ASSERTIVENESS.

     Engineers are the last defense against organizational failure. If an organizational failure or error has penetrated all 
other defense barriers and is identified by an engineer, he needs assertiveness skills to enunciate the problem. 
Particularly a problem for those who feel vulnerable. Strategies need to be developed to take the 'bark' out of cranky old 
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engineers and ones that don't encourage middle order engineers to become cranky old engineers.

     Rating:   1    2    3    4    5     6     7     8     9     10.

12.     SITUATIONAL AWARENESS.

     The ability to be aware of what is happening around you and what will be the end result of any action you may take.

     Rating:   1    2    3    4    5     6     7     8     9     10.

___________________________________

MR. JOHN FITZPATRICK

John is a Justice of the Peace (JP) and is currently employed in the Heavy Maintenance Department in Sydney as a 
Senior LAME. John commenced his career with Qantas as an apprentice in 1976 and after qualifying as an AME has 
successfully advanced to his current position. John holds mechanical licenses on the B747 Series, B747-400 and B767 
Series as applicable to the Qantas fleet.

As well as being involved in the H.E.A.R. Program from its inception John is involved in various other projects such as: 
Occupational Health and Safety Representative; Member of Qantas Jet Base Occupational Health And Safety 
Committee; Member Qantas Aircraft Recovery Team (Airsmash); Member of Qantas Sydney Hazardous Materials 
Committee. John has also worked as a Technical Representative in Australian and Overseas Ports. John is continuing in 
his studies to obtain an MBA and in 1997 is commencing a Graduate Diploma in Aviation Human Factors.

MR. MATTHEW WRIGHT
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Matthew is currently employed in the Line Maintenance Department at Melbourne (MEL) International Airport as an 
LAME. Matthew began his career with Qantas as an apprentice in 1984 and transferred to the Line Maintenance 
Department in Melbourne in 1987. Matthew holds mechanical licenses on the B747 Series, B747-400 and B767 Series as 
applicable to the Qantas fleet. Matthew also holds limited Avionic licenses on the aforementioned aircraft types. 

Matthew has been a member of the H.E.A.R. Program since its inception.

_____________________________________________________
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5.0  ERROR CONTROL SYSTEMS AT NORTHWEST 
AIRLINES

David B. Graham 
Director of Base Maintenance, Technical Operations, Northwest Airlines, Inc. 

and 
Joan Kleman Kuenzi 

Senior Specialist, Human Factors, Technical Operations, Northwest Airlines, Inc.

INTRODUCTION

Almost three years ago, a 747-200 bound for JFK from Hong Kong was touching down in Narita, Japan for an overnight 
layover. Flight and landing roll-out were routine. From the report on the incident, "Engine thrust reversing was normal 
on all four engines until coming out of reverse at about 90 knots. The airplane was stopped on a taxiway and the (front of 
the) engine was seen touching the ground. A fire near the number 1 engine was extinguished by local firefighters. All 
passengers were deplaned through portable boarding stairs about 30 minutes after the airplane came to a stop on the 
taxiway."

What caused this incident? Initial indications were that the fuse pins that held the pylon diagonal brace sheared in the 
incident. The upper fuse pin was recovered intact, however, the two diagonal brace fuse pins and their retainers were not 
found. The aircraft involved in this incident had undergone a maintenance check at the Minneapolis heavy maintenance 
facility a month before, and had flown 18 flight cycles since that check. Following the Narita incident, the missing set of 
retainers was found on a maintenance stand at this facility.

While Northwest Airlines Technical Operations staff were interested in bringing human factors principles into their work 
organization, this event served to catapult the issue to a high priority. Subsequently, we began the development of a 
human factors program for error control within Technical Operations.

SYSTEMS APPROACH TO ERROR CONTROL AND MANAGEMENT

Northwest uses a "systems approach" to analyze human error in maintenance. We believe that by combining different 
methods of dealing with human error, we will be more successful at reducing the risk for future error in our maintenance 
facilities. A positive by-product of this approach is increased communication with other aspects of our company (e.g., 
Flight Operations, In Flight, And Ground Operations). Increased communication alone will serve to reduce the risk of 
human error in situations where these different operations must work as a team. The error control methods fall into three 
broad categories: (1) Error Data Collection Tools, (2) Education and Training, and (3) Workplace Human Factors and 
Ergonomics.

ERROR DATA COLLECTION TOOLS

In early 1995, Boeing representatives introduced Northwest Airlines to their paper-based system called MEDA. 
Northwest participated in the MEDA trial. In October of 1995, the Aurora Mishap Management System was introduced 
to the maintenance workforce for their use. It is still in use today.

Maintenance Error Decision Aid (MEDA)
The MEDA program is a paper-based system for analyzing errors. It was created by human factors personnel at Boeing 
and is used by many air carriers. More information can be found in Chapter 3 of this report. 

Aurora Mishap Management System (AMMS)
In October of 1995, Northwest began its association with Aurora Safety and Information Systems. Their system 
(AMMS) is a computer-based data collection tool similar in concept to MEDA. AMMS investigators come from both the 
IAM and the management within the heavy check hangars in Minneapolis, where the system is primarily in use. 
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People involved in a given error are interviewed by trained investigators who use the system to guide them through the 
event and possible causes for that event. These people are asked for ideas on preventing this kind of event from 
happening. Data is collected and analyzed to look for trends. Using these trends, Northwest assembles an Employee 
Involvement Group (from both contract and management) to study the problem. They take into account what the people 
involved had to say about preventive strategies within each report, and then decide on a course of action. This course of 
action is weighed against each error report to assess how well it would solve each scenario. Cost data for each event (if 
available) is also used to assess the return on investment for a preventive strategy.

The system was introduced to one cost center within the Minneapolis facility as a beta test. At the beginning of this test, 
Dave Graham, then Director, 747 Maintenance, and Eugene "Dutch" Drescher, then District IAM-FAA representative, 
informed the workforce that they would have immunity from punishment from the company if they participated in this 
system after reporting an error.

Shortly after this introduction, Dave Graham was given responsibility for all Minneapolis heavy check hangars. The 
system was put in place in the other hangars during the Autumn of 1996. Unfortunately, questions of immunity and 
discipline have compromised the system's use in all areas. Management is currently using the system. Contract personnel 
are waiting for clarification on how participation in this system will impact the current disciplinary policy, or if the 
policy will change.

There are two challenges that face us as users of this system: (1) how to motivate people to talk about the errors they 
have just committed without fear of being punished for something that was beyond their control; and (2) how do we as 
managers change our way of thinking from a more punitive to a more enlightened system of management in order to 
learn from mistakes and reduce the error in our hangars? Part of the AMMS is the Disciplinary Review Board (DRB). 
The purpose of this board is to objectively analyze the facts in a mishap and come to a decision as to the level of 
copability involved.

For more information on this subject, the reader is referred to Chapter 6 of this report. The author, David Marx, has 
extensive expertise in MEDA, AMMS and the DRB, as he has been an integral part of all three efforts.

People are reluctant to change, even if given the promise of a better work culture, if that promise is not demonstrated in 
word and in deed. Northwest Airlines management is in the process of discovering how to mesh the AMMS with their 
existing mode of discipline, and demonstrate the way in which it will handle human error and learn from events that 
occur. The IAM is working with management to come to consensus on how this new culture will look and act.

EDUCATION AND TRAINING

Human Factors Awareness Seminar
A seminar in Maintenance Resource Management is being provided for the aircraft maintenance organization. It provides 
an awareness that what a person does out on the floor affects others, and is affected by factors such as stress, and 
suboptimal communication.

Seminar Development
There are many companies, some represented at this meeting, whose main product is courseware for this very purpose. 
Our own Flight Operations department has an extensive program for Crew Resource Management that they have used for 
many years. However, we as Technical Operations saw the opportunity to demonstrate the concepts that we wanted to 
teach, by involving the "end users" in the process of development. Our development team is lead by Phyllis Dozier, an 
instructional systems design expert. Her role is important in that the product that we are striving for is to be much more 
interactive than a traditional class. Joan Kuenzi, the Senior Human Factors Specialist for Technical Operations, was also 
involved in the development as a subject matter expert or (SME). The remainder of the team was made up of people from 
the International Association of Machinists and Aerospace Workers (IAM) and the Aircraft Technical Support 
Association (ATSA) who provide technical training for our workforce. The development team for the seminar 
determined that it would not be called a "class" because it was not like any of the other classes that were available to 
mechanics; it is an interactive session in which the participants discuss the content among themselves.

Seminar Content

The majority of the seminar is devoted to having the participants discuss and internalize the concepts presented in our 
Maintenance Resource Management model(Figure 5.1). Other aspects of our seminar include video vignettes designed, 
scripted and acted by our workforce. These vignettes serve to illustrate some of the points covered under the model. The 
model is based on one used in Flight Operations, Systems Operations Center (SOC), and In Flight Services, however, we 
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used SMEs to tailor the content to maintenance.

Figure 5.1  Maintenance Resource Management (MRM) model.

Status
The seminar was prototyped in Minneapolis on May 16, 1996. To date, over 1300 people have participated in the 
seminars. Participants range from mechanics to managers, and include people from Engineering, Quality, Inspection, 
Shop personnel, and Process Improvement. We are currently prototyping the seminar for introduction to the Line 
Maintenance Organization, both domestically and internationally and our other heavy check facilities in Atlanta and 
Duluth. Our goal is to provide this seminar both to the people who work on the aircraft, and to those who work with 
them.

AMMS Training
All people who use the AMMS to record events have had training from Aurora Safety and Information Systems that 
include:

1.     The theory behind the system and how human error is defined

2.     How to use the system

3.     Interviewing techniques and who to interview

4.     How to look at the data to construct preventive strategies

5.     How to assess the impact of preventive strategies using errors in the data

The course was tailored by the company to fit our schedule, including off shift work, and used our own data to teach 
concepts within the course. Representatives from Northwest Airlines were allowed to evaluate a prototype of the course 
and our evaluation was taken into account in the final content and layout of the course.

Page 3 of 5NextPage LivePublish

2/1/2005http://hfskyway.faa.gov/HFAMI/lpext.dll/FAA%20Research%201989%20-%202002/In...



WORKPLACE HUMAN FACTORS AND ERGONOMICS

This third piece completes the error control puzzle. The previous pieces served to collect data on the errors and make our 
workforce aware of their part in reducing human error. Human Factors and Ergonomics (HF/E) principles address the 
mismatches within the Human/Maintenance interface. Several projects currently address HF/E-related issues in our work 
environment: (1) Task Analytic Training System (TATS), (2) Structured On-the-Job-Training (SOJT), and (3) Aircraft 
Maintenance Information-Task (AMI-Task). The following sections will discuss each of these initiatives as well as future 
plans related to Human Factors and Ergonomics.

Task Analytic Training System (TATS)
Initially provided by Boeing, TATS uses job analysis methods to break a given task into component parts. The purpose 
of this program is to assess what information needs to be provided (in the form of on-the-job training) to someone new to 
the area in order for that person to be considered competent on that task. The technique uses people who already perform 
the task, has them break down the task as a group, and assess the steps and information needed to do the task, and design 
the task aid used for On-the-Job training. 

Structured On-the-Job-Training (SOJT)
The need for a Structured On-the-Job-Training project was driven by the Federal Aviation Administration. There was a 
concern in 1995 that mechanics were being assigned to tasks for which they had received no formal training. At that 
time, Northwest had informal on-the-job-training, in that workers who had done the jobs taught those who had not. SOJT 
was developed to formalize the OJT by providing structure. The purpose of this program is to assess what information 
needs to be provided (in the form of on-the-job-training) to someone new to the area, in order for that person to be 
considered competent on that task. The technique uses people who already perform the task. With a facilitator to guide 
them, this group breaks down the task, assesses the steps and information needed, and then designs a task aid to be used 
in training. To date, all check hangars in Minneapolis and Duluth, Minnesota, and Atlanta, Georgia have completed the 
design phase of the project. The implementation process is currently underway.

Aircraft Maintenance Information (AMI-task)

AMI-Task (Aircraft Maintenance Information - Task cards) is a system developed to provide a combined text and 
graphics maintenance Workcard to the production floor. The Workcards created for use within Northwest Airlines have 
been implemented with several features to clearly delineate separate work steps, and the skills required to accomplish 
those work steps. Duplicate access has been virtually eliminated from the aircraft work package through the auto-
generation of Access Workcards, using databased information from the routine Workcards scheduled during the aircraft 
visit. In addition, having the Aircraft Maintenance Manuals digitally available (in the same desktop-publishing system - 
currently under development) will allow for direct links between Aircraft Maintenance Manual and Aircraft Workcard 
information. This will both speed revision processing and allow for a closer audit of Workcard information without 
adding resources.

Other Human Factors/Ergonomics projects

Currently, there are joint efforts between our Human Factors Specialist and the Technical Operations Safety, Health, and 
Environmental Management (SHEM) department, as well as with the Process Improvement department. All of these 
efforts are aimed at modifying physical aspects of the work that have a negative impact on human performance.

SUMMARY

There is no single way to reduce maintenance related human error. At Northwest Airlines, we believe that the key lies in 
taking a systems approach to human factors. Only by looking at the problems we face from several angles can we truly 
begin to see a more realistic picture. Only then can our efforts to minimize the risks for human error be realistically 
focused. The projects and initiatives discussed within this paper serve to increase communication between and within 
workgroups, to lessen the probability for risk of injuries and errors, and to create a more positive culture in which to 
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work.

MR. DAVID B. GRAHAM

David B. Graham is the Director of Base Maintenance Operations for the Minneapolis/St. Paul facility at Northwest 
Airlines, and is responsible for 727/MD80/757/DC10/747 heavy maintenance. Previously, his responsibilities included 
Director 747 Aircraft Refurbishment Modification And Renewal, Manager Aircraft Structures, Senior Foreman Aircraft 
Structures, and Mechanic. He is a member of ATA MOC subcommittee and was recently asked to be part of IATA 
Human Factors Working Group. David is also a member of NWA Technical Operations Human Factors Steering and 
Planning committees. He received his A&P license at Colorado Aerotech.

MS. JOAN KLEMAN KUENZI

Joan Kleman Kuenzi has been the Senior Human Factors Specialist with Technical Operations at Northwest Airlines for 
just over a year. She has a M.S.I.E from the University of Wisconsin-Madison specializing in Sociotechnical Systems, 
and a B.A. in Psychology from the University of Minnesota-Twin Cities. Her experience in Human Factors/Ergonomics 
has come from work design to reduce injury/error in maintenance, control room design for nuclear power stations, 
musculoskeletal disorders research, and job/task analysis. Joan is also a member of NWA Technical Operations Human 
Factors Steering and Planning committees, and serves on the ATA Maintenance Human Factors Subcommittee.

________________________________________
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6.0  MOVING TOWARD 100% ERROR REPORTING IN 
MAINTENANCE

David A. Marx 
Independent Consultant

INTRODUCTION

Before I begin my presentation, I'd like to ask the air carrier representatives in the audience to participate in a small field 
study. Will each air carrier representative please stand up?

I'd like you to answer these questions. If we were to go to your facility, could we, with the help of your business 
colleagues, track down data on each hydraulic pump failure that has occurred in your aircraft fleet during the month of 
January 1997? Could we find the hours or cycles of each pump when it failed, and could we find shop reports for each 
repaired pump? Could we go to your reliability group and find the historical trend on hydraulic pump failures and 
compare that trend to the failure rate in January? If the answers to these question are predominately yes, please remain 
standing. If the answers are predominately no, please sit down.

For those of you still standing, I have a second set of questions. If we were to return to your facility, could we, with the 
help of your business colleagues, track down data on each shift turnover error that has occurred in your operation during 
the month of January 1997? Could we find an investigation record for each turnover-related error? Could we also go to 
the reliability group and find historical trends on the shift turnover-related error rate and compare those to the shift 
turnover-related error rate in January? If the answers to these questions are predominately yes, please remain standing. If 
the answers are predominately no, please sit down.

Without the benefit of seeing the actual results to this survey, my experience tells me that nearly all air carrier 
representatives would remain standing after the questions about the hydraulic pump, yet nearly all would sit down after 
the questions regarding shift turnover. So what is it that makes this small field study at all interesting? It is that the 
hydraulic pump, in our lifetime, will likely never again be the cause of a jet transport accident. Yet, when the next 
maintenance-related accident occurs, there is a reasonable probability that a poor shift turnover will have been involved 
in the accident.

It is interesting to consider the disparate treatment that we afford mechanical versus human failure. On the mechanical 
side of the airline operation, nearly all failures are investigated, analyzed, and monitored for their effect upon reliability 
and safety. Mechanical reliability programs, engine condition monitoring programs, shop findings - all of these have 
contributed to making equipment failure a small piece of commercial aircraft accidents. So why is it we can track 
equipment failure with precision, yet human errors still go undetected or hidden within an air carrier's operation? Human 
error, after all, contributes to 80% of commercial jet accidents. 

It has been a full decade since the Aloha Airlines disaster - a decade since we first came together for these maintenance 
human factors conferences. In that time we have learned that maintenance error contributes to 15% of air carrier 
accidents and that maintenance error costs the US industry more than 2 billion dollars per year. We've adapted flight-
crew resource management programs for use in maintenance and thanks to the efforts of many of you, we've developed a 
number of analytic tools for the assessment and reduction of maintenance error. Yet what we have done to help facilitate 
internal airline reporting of error can be described in two words. Very little. In fact, there are many who say that we will 
never convince a technician to report his or her error inside the company. 

I, for one, am simply unwilling to believe that actual event data is beyond reach. While we haven't made much advance 
in the last ten years, I'd like to believe that ten years from now most of the air carrier representatives would remain 
standing after the question regarding shift turnover.

So what I will address today is the concept of 100% error reporting, and its logical progression: the human reliability 
program. It is the concept that through 100% error reporting, we can track, analyze, and develop prevention strategies to 
effectively manage human error. As the hydraulic pump demonstrates, this is not a new idea. It is the simple idea that in 
any endeavor to improve a system's performance, the first step is data collection, event data in particular. 

THE HISTORY OF MECHANICAL RELIABILITY PROGRAMS
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First, a little history for those unfamiliar with what we have so successfully done on the equipment side of the industry.

The first generation of formal air carrier maintenance programs was based on the belief that each functional part of the 
aircraft needed periodic disassembly inspection. Time limits were established for service, checks, and inspections. 
Periodically, the entire aircraft was disassembled, overhauled, and reassembled to maintain the highest level of safety. 
This was referred to as "hard-time" maintenance.

As the industry grew and more complex aircraft entered service, literal application of the "hard-time" maintenance 
process became obsolete. Each component and part no longer required scheduled overhaul on a fixed-time basis. A 
second primary maintenance process known as "on-condition" evolved. The on-condition process was assigned to 
components on which continued airworthiness could be determined by visual inspection, measurements, tests or other 
means without disassembly, inspection, or overhaul. In the US, the FAA controlled these programs by approving hard-
time or on-condition check periods individually for the aircraft, engines, and components. This new method of reliability 
control was oriented toward mechanical performance rather than the previous method of predicting failure points through 
mandatory teardown inspection.

In the 1960's, the FAA first began to approve reliability programs internal to air carrier maintenance organizations. These 
programs allowed air carriers to explore the relationship between component age and component reliability and to make 
changes necessary to optimally manage equipment performance. It is important to recognize that these programs 
involved a high degree of self-determination on the part of the airline. The rapid advance in aircraft and process 
technology simply forced the FAA to move toward performance measurement.

As a result of this new relationship between the FAA and its air carriers, what exists now at the typical large carrier is a 
sophisticated system of data collection, data analysis, and corrective action. It is an expansive system of people that 
includes everyone from the technician removing the failed components to the regulator conducting oversight. It is also a 
structured set of processes that distinguishes critical from benign failures, a system that allocates resources based upon 
the needs of the aircraft. It is a system that has provided us with unimaginable equipment reliability. Where in the early 
days of flying, a pilot might worry about multiple engine loss, the typical young commercial pilot today might wonder if 
she'll ever experience an in-flight shutdown during her entire career. So while we in the maintenance community have 
been looking toward the pilots with admiration of their flight deck human factors programs, the greatest insights for 
maintenance human factors, and the potential for the greatest benefit may be sitting right under our nose within our own 
mechanical reliability programs.

Yes, some attitudes would have to change and some new techniques developed, but the potential rewards are great. 
Imagine a human reliability program sitting right beside your mechanical reliability program, building a culture where 
technicians, pilots, ground crew, and cabin crew all feel a duty to report their errors, participate in error investigations, 
and actively participate in the development of prevention strategies. Imagine a system where sophisticated analysis tools 
spot trends and develop systemic solutions to less critical errors while structured engineering processes provide 
comprehensive fixes to errors endangering safety of personnel or safe operation of the aircraft. Imagine a system where 
engineering and quality assurance groups put human error on the agenda for every reliability control board meeting. 
Imagine a system where the regulatory agency spends less time tracking down violators and more time monitoring the 
effectiveness of the carrier's approved error management program. Put simply, imagine a program where human error is 
afforded the same status and same expenditure of resources as the lowly hydraulic pump. 

MOVING TOWARD 100% ERROR REPORTING

There is a growing momentum to consider the human reliability program as a cornerstone of a full-fledged human error 
management system. Yet, there can be no human reliability program without consistent data collection. More 
specifically, there can be no human reliability program without near 100% reporting. So what I would like to discuss 
today are some issues that stand in the way of more extensive error reporting and investigation. These are issues we must 
address if we are to ever have an effective human reliability program.

Recognize that Errors can be Predicable Events
We have grown comfortable with equipment reliability data - every month the typical carrier will pour over charts and 
graphs of equipment failure data. It is upon this data that an air carrier will manage much of its maintenance resources. 
When faced with the data that 400 hydraulic pumps failed prematurely last year, nearly all of us would predict similar 
results this year if we did nothing different. 

Yet faced with 400 shift turnover errors in 1996, many engineering and maintenance executives will argue that this data 
says little about shift turnover errors in 1997. After spending their careers faced with a comedy of employee errors, many 
senior managers settle into the belief that human errors are just random unpredictable events. To say that 400 shift 
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turnover errors occurred last year is only to say that 400 people had a bad day. 

The truth, however, is that human error, just like equipment failure, is predictable. Not in the sense that we could walk 
out on your hangar floor and predict where the next error will occur. Nor can we, as we discussed earlier, tear down a 
piece of equipment and predict when it will fail. But we can collect actuarial data on human error, just as we do with the 
hydraulic pump, that will be helpful in establishing the probability of future error. If human error data collection is to 
have any practical benefit, human error data must be considered to be as meaningful as hydraulic pump failure data. 

Identify Error Reporting Thresholds
We cannot assess the true contribution of any error management strategy until we believe that all errors are reported. Yet, 
it is impossible to investigate every single error made by a pilot, technician, or ground agent.  Rather, reporting 
thresholds for human error must be established, just as they are for equipment failure. A passenger service unit light bulb 
burns out - we don't track this failure in a reliability program because the criticality of the failure, from either a safety or 
economic perspective, does not justify the expense of tracking these items. We must do the same on the human side. We 
must understand that humans err at incredible frequency; many errors are caught before any undesirable consequences 
occur. What I am not suggesting is that each and every human error in your operation needs to be investigated in order to 
provide benefit. Rather, I am suggesting that consistent guidelines be created to assuring that historical data has meaning. 
For example, we would all agree that in-flight shutdown data is meaningful data. We do believe that nearly all IFSDs are 
reported, and we can assume that a statistically significant increase in the IFSD rate is likely the result of some 
identifiable intervening cause. 

The same credibility can be given to human error data, as long as the thresholds are properly selected. Failures that 
endanger safety of flight, errors costing above $1,000 in damage - it is thresholds like these that can make a human 
reliability program both manageable and productive.

Develop Criticality Assessment Tools
There appears to be an unwritten rule that says: If you have had an adverse event, you must have a corresponding 
corrective action. If you don't take specific corrective action, you open yourself to liability from the regulatory authority, 
a potential injured plaintiff, the media, and/or your boss.

Yet let's consider your previous efforts to reduce the frequency of, for example, shift turnover-related errors. If you are 
like most managers, you've conducted a review and implemented prevention strategies after the occurrence of a 
particular high visibility event. Yet for your review team, the data is sparse. You have the investigation results from this 
one incident to guide your strategy for the elimination of all future turnover-related errors. The problem is that humans 
are creative, leading to a variety of error scenarios, each with a little twist not evident in your single high visibility event. 
Implementing a human error prevention strategy based upon data from the one event just about ensures that errors will 
continue to occur, until the next high visibility outcome causes your review team to get back together once again.

If instead, you recognize that to best modify the shift turnover process, it is important to understand the contours of the 
problem; you decide to investigate a larger population of shift turnover errors, each time finding a slightly different story. 
The pieces of the puzzle are coming together with an effective set of prevention strategies on the drawing boards. Now, 
however, you've had to violate the rule that no documented event can go without an immediate corrective action.

The exposure to liability is a concern we will face with 100% error reporting. Having knowledge of errors, without 
specific corrective action, arguably opens you up to liability. Therefore, just as we did for equipment failure, we must 
develop criticality assessment methods that will allow the less critical errors to be distinguished from those endangering 
safety. We do not implement a new prevention strategy every time a hydraulic pump fails, because failure of the pump is 
considered normal and acceptable. Yet we take immediate action if an engine disk fails, because the known criticality 
demands that efforts be made to prevent reoccurrence. 

Human error can be viewed in the same light: each known error having some risk of being a precursor to a much more 
catastrophic event. If we are to significantly increase the investigation and documentation of errors, we must have 
methods to separate the critical errors from the masses of purely economic events.

Develop a Supportive Disciplinary System

The road to a reporting culture is riddled with potholes. And if we get past the potholes, we find that our typical approach 
to discipline is a gate, making movement nearly impossible. Quite simply, we cannot ask an employee to come forward 
to discuss his error without considerable disciplinary reform. Employees must be certain of how they will be treated after 
reporting an error. Systems that reserve the unilateral right of punitive action may provide flexibility for the manager, but 
they do not provide the necessary assurances needed to promote open and honest communication with an erring 
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employee.

We must come to the realization that discipline will be counterproductive in the vast majority of errors, although 
essential for the small percentage of errors involving intentional violations that put passengers' lives at risk. As John 
Kern, Chair of the ATA's Safety Council, would say, we must define the "box" inside which incidental human errors can 
be reported without punitive action being taken. We must draw a line in the sand, proscribed blameworthy intentional 
behavior, that every employee can see. Crossing the line mandates discipline, staying away from the line guarantees that 
no disciplinary action will be taken. 

We must additionally consider discarding concepts like immunity and amnesty that only tell the world that someone at 
fault is getting away with culpable behavior simply because a safety expert wants the data. Just think about hearing on 
the news that a drug dealer was given immunity for his testimony. To most of us, words like immunity and amnesty 
serve only to undermine our faith in the justice system. Now consider announcing over the aircraft's public address 
system that the airplane was grounded for an hour while the error of a technician was fixed - but not to worry, he was 
given immunity so that he would talk about his error. The problem of reporting is not that immunity is needed, it is rather 
that the disciplinary system itself needs fixing.

Establish Affirmative Duties
I don't think anyone here will be shocked by the suggestion that the typical aviation professional does not feel a duty to 
report his or her error. Although it may be required by the air carrier's policies and procedures, that does not ensure that 
people report. Fear of punishment, shame, expediency, a feeling that no good will come if they do report mistakes - all of 
these contribute to the failure of aviation professionals to raise their hands and say "I've made a mistake."

Yet, it would be naïve to stand here and tell you that a simple disciplinary system modification will be all that is 
necessary to effect 100% reporting. We are battling years of labor/management distrust - not to mention the reality of a 
world in which a supervisor may subtly reprimand his erring employee while claiming no disciplinary action was taken.

What we must ultimately do is develop a culture where each aviation professional, whether labor or management, feels a 
duty to report his error and a duty to truthfully participate in an investigation of the error. Just as we feel a duty to give 
aid when we are first to the scene of an automobile accident, just as we give help to a child who has lost his parents, 
reporting our mistakes must become more than a cultural norm; it must become reflective of a core belief of what it 
means to be an aviation professional.

Adopt a Carrier/Regulatory Relationship Similar to that for Mechanical Reliability 
Programs
The advent of high technology aircraft forced air carriers and the FAA to work together in new ways. Continuous 
airworthiness maintenance programs and mechanical reliability programs were recognition that the FAA was not in a 
position to investigate or monitor each failure occurring within an air carrier's fleet. It meant that some level of self 
determination was needed for the airline, with the regulatory authority monitoring system effectiveness. The technology 
of new aircraft such as the 777 make this point even more clear - not everyone can or should be an expert on the working 
of an ARINC 629 data bus. So each carrier, having resources considerably greater than the local Flight Standards Office, 
must develop internal systems designed to monitor and maximize the safety and performance of their aircraft fleet. 

We must do the same for human error where, arguably, the variation and extent of human error far exceed equipment 
failure. The system would be one of data collection, data analysis, and corrective action approved by the FAA. Human 
reliability for less critical tasks would be monitored by the FAA through the carrier's human reliability program, thus 
allowing time to address, on an event-by-event basis, those human errors endangering safety of flight or involving highly 
culpable behavior. 

CONCLUSION

Many of us at this conference have been working in the field of maintenance human factors since before the Aloha 
disaster in 1988. We have poured our hearts and souls into preventing accidents like the ValuJet accident in the Florida 
Everglades. For some of us, the road has been too riddled with political and scientific potholes - causing us to abandon 
the idea that human factors in maintenance will ever save a life. Yet many stay true to the course - fighting to bring 
human factors into the mainstream of maintenance process. Perhaps it is time to re-evaluate where we have gone. Yes, 
we have developed human error reduction methods and tools, but how much more do we really know about the 
precursors to the tragic accidents like Aloha ten years ago and ValuJet today?
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There are many of us who believe that the human reliability program is a good idea, yet there are many who are likely 
saying, "I'll believe it when I see it." Unfortunately, this may be a program where seeing it will only come after believing 
in it first. So I encourage you to give human reliability a chance within one area of your operation, even if you 
investigate only one issue. Grab the MEDA form, pick a hangar and investigate every shift-turnover related error for a 
period of 90 days. Get a small team together at the end of the 90 days, and using your MEDA data, look for ways to 
improve the shift turnover process. Find a few other airlines who would agree to do the same, and get representatives 
from your teams together to share ideas. A beginning like this may snowball into a full fledged human reliability 
program.

MR. DAVID MARX

David has a BS in Mechanical Systems Engineering and is a former aircraft design engineer for the Boeing Company. 
David served as a consultant to airlines in the areas of maintenance program development, aging aircraft, and extended 
twin operations. David also served as a team member or team leader on a number of maintenance evaluations and 
maintenance error audits for US and foreign airlines. Five years ago, David organized the maintenance human factors 
and safety group at Boeing and led the development of the Maintenance Error Decision Aid (MEDA). 

David has more recently served as VP of Commercial Aviation Systems at Aurora Safety and Information Systems, Inc. 
At Aurora, David led the development of the Aurora Mishap Management System, a turn-key approach to human error 
management. Currently finishing his last year of law school at Seattle University, David has committed his energies to 
the development of disciplinary systems that are supportive of human factors learning. In conjunction with Seattle 
University School of Law, the FAA, and a number of US carriers and labor unions, David is performing research on the 
inter-relationship between mishap culpability and aviation safety. Additionally, David teaches a two day course entitled, 
"Improving Aviation Safety through Disciplinary System Design."

_______________________________________________
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7.0  THE DIRTY DOZEN ERRORS IN MAINTENANCE
Gordon Dupont 

Special Programs Coordinator 
Transport Canada, System Safety

PURPOSE

The dirty dozen maintenance errors posters were designed to be a follow up to the two-day "Human Performance in 
Maintenance" workshop offered by Transport Canada and numerous other companies which have adopted this workshop. 
The purpose was to maintain the level of awareness which maintenance personnel take from the workshop. By displaying 
one poster each month, complacency, where one no longer notices the posters, is avoided. The posters are designed to be 
used in all segments of aviation (i.e., major airline, general aviation and helicopter) and depict scenes most maintainers 
can relate to, no matter what branch he/she works in.

WHAT ARE THE DIRTY DOZEN?

The dirty dozen are the 12 most common causes of a maintenance person making an error in judgment which results in a 
maintenance error. The posters also offer safety nets which can be used to help avoid the error in judgment. Errors, when 
they occur, will likely be found to be caused by one, or even more common, a combination of the following causes. 
These dirty dozen causes of error are:

1. Lack of Communication
Lack of communication can be in the form of verbal or written or a combination of the two. The poster depicts leaving a 
panel undone and surmising that day shift can finish the job. The safety nets: a) Use logbooks, worksheets, etc. to 
communicate and remove doubt. b) Discuss work to be done or what has been completed. c) Never assume anything.

2. Complacency
Complacency is an insidious cause which with the constant repetition of many maintenance inspections can cause or 
contribute to an error in judgment. The poster depicts a maintenance person walking away from an aircraft which has a 
frayed cable behind a multi-screwed panel. He has signed the inspection sheet and is saying to himself "I've looked back 
there 1,000 times and never found anything wrong." The safety nets are: a) Train yourself to expect to find a fault. b) 
NEVER sign for anything you didn't do. 

3. Lack of Knowledge
In this ever changing world, Lack of Knowledge is not that uncommon a cause of an error in judgment. When coupled 
with the "Can-Do" attitude of most maintenance personnel, it becomes even more probable. The poster depicts a 
helicopter technician with a bent part in his hand saying, "This is the third one to bend! What's going on?" The safety 
nets offered are: a) Get training on type. b) Use up to date manuals. c) Ask a Tech. Rep. or someone who knows. 

4. Distraction
This cause is thought to be responsible for about 15% of all maintenance errors. One leaves a task (both physically 
and/or mentally) for any reason and returns thinking that he/she is further along with the task then they are. The poster 
depicts a maintainer being called away from a job to answer a phone call from his wife. The safety nets listed are: a) 
Always finish the job or unfasten the connection. b) Mark the uncompleted work. c) Lockwire where possible or 
Torqueseal. d) When you return to the job always go back three steps. e) Use a detailed check sheet.
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5. Lack of Teamwork
This cause is often tied in with lack of communication but can be responsible for major errors. With maintenance often 
involving a multitude of workers, good teamwork becomes essential. The poster depicts two persons guiding an aircraft 
in, in opposing directions. The caption says "I thought you wanted him to turn left right here!" The safety nets call for: a) 
Discuss what, who and how a job is to be done. b) Be sure that everyone understands and agrees. 

6. Fatigue
Fatigue is a very insidious cause because, until it becomes extreme, the person is usually unaware that he/she is fatigued. 
They are even less aware of what the effects of fatigue are. The poster depicts a person walking off the end of a 
horizontal stabilizer commenting that he is glad the double shift is over. The fatigue safety nets call for: a) Be aware of 
the symptoms and look for them in yourself and others. b) Plan to avoid complex tasks at the bottom of your circadian 
rhythm. c) Sleep and exercise regularly. d) Ask others to check your work.

7. Lack of Resources
No matter who the maintainer works for, there are times when there is a lack of resources and a decision must be made 
between ground the aircraft or let it go. The average maintainer is a "Can-Do" type of person and takes great personal 
pride in repairing aircraft. Thus the decision to be made can be difficult. The poster depicts a maintainer standing in front 
of a helicopter with a skid on the right side and a float on the left. The caption says "We have nil stock of left skids so I 
guess this will have to do." The safety nets are: a) Check suspect areas at the beginning of the inspection and AOG the 
required parts. b) Order and stock anticipated parts before they are required. c) Know all available parts sources and 
arrange for pooling or loaning. d) Maintain a standard and if in doubt ground the aircraft.

8. Pressure
Few industries have more constant pressure to see a task completed. The secret is the ability to recognize when this 
pressure becomes excessive or unrealistic. The poster depicts a captain looking at his watch as a maintainer rushes to 
close up a panel, with a line sticking out of it. The caption says "Hurry up or we're going to be late again!" The safety 
nets to counteract this are: a) Be sure the pressure isn't self-induced. b) Communicate your concerns. c) Ask for extra 
help. d) Just say No.

9. Lack of Assertiveness
The average AME/AMT is not an assertive person and most of the time his job does not require him/her to be. However 
there may come a time when something is not right and he/she will have to be assertive in order to ensure the problem is 
not overlooked. The poster depicts a float plane leaking oil into the water and the aircraft owner telling the maintainer 
that he owns the aircraft and he says it's NOT a bad leak. The counteracting safety nets offer: a) If it's not critical, record 
it in the journey log book and only sign for what is serviceable. b) Refuse to compromise your standards.

10. Stress
Stress is a normal part of every day life until it becomes excessive. The secret is to be able to recognize when it is 
becoming excessive. The poster depicts a maintainer pulling his tool rollaway, toward the propeller of a running engine. 
The caption says: "We lost our best aircraft! How are they going to pay my wages? What if I'm sued?" Stress safety nets 
call for: a) Be aware of how stress can effect your work. b) Stop and look rationally at the problem. c) Determine a 
rational course of action and follow it. d) Take time off or at least have a short break. e) Discuss it with someone. f) Ask 
fellow workers to monitor your work. g) Exercise your body.

11. Lack of Awareness

This often occurs to very experienced maintenance personnel who fail to think fully about the possible consequences of 
work they are doing. Manuals do not cover the failure and after the fact one will often hear that common sense should 
have told you that. The poster depicts a passenger flying forward in his seat and striking a bulkhead mounted fire 
extinguisher with his head. The caption says: "All the regulation said was, 'Install Where it is Easily Accessible.'" The 
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safety nets are: a) Think of what may occur in the event of an accident. b) Check to see if your work will conflict with an 
existing modification or repair. c) Ask others if they can see any problem with the work done.

12. Norms

This last cause is a powerful one. Most people want to be considered one of the crowd and norms develop within such a 
group which dictates how they behave. The poster depicts an jet engine being installed with its pylon to the underwing of 
an aircraft. This is being done using a forklift and the caption says: "Never mind the Maintenance Manual. Its quicker the 
way we do it here." The safety nets offered are: a) Always work as per the instructions or have the instructions changed. 
b) Be aware that "norms" don't make it right.

WHERE CAN I GET THEM?

The dirty dozen posters are given free of charge as the cost to develop and print them was borne by the companies whose 
logos appear at the bottom of each poster. We ask each recipient for a donation towards a poster fund to be used to print 
a similar set for ground crew. To date 1,000 sets of these posters have been given out to aviation companies all over the 
world. A second run has just been completed and is available by contacting myself at:

Gordon Dupont  
Transport Canada, System Safety  

301-4160 Cowley Crescent  
Richmond, BC  V7B 1B8 

Phone: (604) 666-5876  
Fax: (604) 666-9507 

Only by training and constant awareness can we hope to avoid the dirty dozen and their consequences. 

MR. GORDON DUPONT


